SINGULAR SYSTEM THEORY IN CHEMICAL ENGINEERING THEORY – STABILITY IN THE SENSE OF LYAPUNOV: A SURVEY

Singular systems are those the dynamics of which are governed by a mixture of algebraic and differential equations. In that sense the algebraic equations represent the constraints to the solution of the differential part.

These systems are also known as descriptor, semi-state and generalized systems arise naturally as a linear approximation of systems models, or linear system models in many applications such as electrical networks, aircraft dynamics, neutral delay systems, chemical, thermal and diffusion processes, large-scale systems, interconnected systems, economics, optimization problems, feedback systems, robotics, biology, etc. Although singular systems are mostly present in electric and electro-magnetic circuits, in the sequel, will be shown their application in chemical and process technology.

SINGULAR SYSTEMS IN CHEMICAL ENGINEERING

Recently, Bogdanović (1992) has shown that the final superheater stage of a steam generator may have the following mathematical description:

\[
x(t) = f_1(x(t), x_0(t), u(t), z(t)),
\]

\[
0 = f_2(x(t), x_0(t), u(t), z(t)),
\]

\[
y(t) = f_3(x(t), x_0(t)).
\]

which is, exactly, one of the possible non-linear representations of singular systems.

It was also shown that after linearization the mathematical model is of the form:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & a_{12} & 0 & 0 & a_{15} & 0 & a_{18} \\
0 & 0 & 0 & 0 & a_{35} & a_{36} & 0 \\
0 & 0 & a_{41} & 0 & a_{45} & a_{47} & 0 \\
0 & a_{52} & 0 & a_{54} & 0 & 0 & a_{56} \\
a_{61} & 0 & a_{64} & 0 & a_{67} & 0 \\
0 & a_{72} & a_{74} & 0 & a_{77} & 0 \\
0 & 0 & a_{84} & 0 & a_{87} & a_{88}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
y = [0 \ 0 \ 0 \ 0 \ 1 \ 0]\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix},
\]

where:

- \(x_1(t)\) = \(l_{pp}(t)\) – steam enthalphy at the superheater outlet,
- \(x_2(t)\) = \(p_{pp}(t)\) – steam density at the superheater outlet,
- \(x_3(t)\) = \(t_{pp}(t)\) – superheater wall temperature,
- \(x_4(t)\) = \(p_{2pp}(t)\) – steam pressure at the outlet of the superheater,
- \(x_5(t)\) = \(Q_{pp}(t)\) – heat transfer rate from wall to the superheater,
- \(x_6(t)\) = \(Q_{ppp}(t)\) – heat transfer rate from the gas to the wall,
- \(x_7(t)\) = \(\theta_{pp}(t)\) – steam temperature at the outlet of the superheater,
\[ x_0(t) = G_{pp}(t) - \text{mass flow rate at the outlet of the superheater}; \]
\[ u(t) = G_{p-p}(t) - \text{mass flow rate at the input of the superheater}; \]
\[ u(t) = p_{pp}(t) - \text{steam pressure at the input of the superheater}; \]
\[ y(t) = \theta_{pp}(t) - \text{steam temperature at the outlet of the superheater}; \]
and which is, certainly, a normal canonical description of a singular system.

Another, quite good example of a singular system as a limiting case of a singular by a perturbed process, has been presented in Lapidus et al. (1961).

Namely, the mathematical description of an absorption column may be, basically, given in the following form:
\[ x_i(t) = A_1 x_1(t) + A_2 x_1(t) + B_1 u(t), \]
\[ x_2(t) = A_2 x_1(t) + A_3 x_2(t) + B_2 u(t), \]
with the initial conditions:
\[ x_1(0) = x_{10}, \quad x_2(0) = x_{20}, \]
and the output equation as:
\[ y(t) = C_1 x_1(t) + C_2 x_2(t), \]
where is a small positive parameter. When \( \varepsilon \to 0 \) the before mentioned system, obviously, becomes singular. Matrices in this model have the following structure.
\[
A_1 = A_4 = \begin{bmatrix}
  a_1 & a_2 & 0 & 0 & 0 & 0 \\
  a_2 & a_1 & a_2 & 0 & 0 & 0 \\
  0 & a_1 & a_2 & 0 & 0 & 0 \\
  0 & 0 & a_1 & a_2 & 0 & 0 \\
  0 & 0 & 0 & a_1 & a_2 & 0 \\
  0 & 0 & 0 & 0 & a_1 & a_2 \\
\end{bmatrix}
\]

where:
\[ A_2 : \forall a_i = 0, \text{except } a_{11} = a_2. \]
\[ A_3 : \forall a_i = 0, \text{except } a_{10} = a_1. \]
\[ a_1 = -1.73, \quad a_2 = 0.63, \quad \varepsilon = 0.54. \]
\[
\begin{bmatrix}
  b_1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
\[
B_1 = \begin{bmatrix}
  b_1 \\
  0 \\
  0 \\
  0 \\
  0 \\
  0 \\
\end{bmatrix}, \quad B_2 = \begin{bmatrix}
  b_2 \\
  0 \\
  0 \\
  0 \\
  0 \\
  0 \\
\end{bmatrix}
\]
\[ b_1 = 0.54, \quad b_2 = 0.89, \quad \varepsilon = 0.50. \]
\[
C_1 = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 \\
  0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
and are calculated with real data from the process.

Gas turbines are widely used in a variety of power generation and propulsion applications. The drive for increased efficiency, work ratio and economy is leading to increasingly complex systems with a resulting high demand on the performance of the control system. The turbine dynamics are often complex and vary with operating and ambient conditions. As a result there has been much recent research into the use of robust and adaptive controllers for gas turbines.

In this example a mathematical model of a three shaft gas turbine is considered, Wang, Daley (1993). For the model used, it was shown that a recently proposed adaptive control scheme for singular systems can be applied.

The model used for the simulation study was developed by Foss (1980) and was obtained through the linearization of a thermodynamic model of a typical three shaft turbofan with reheat. The original nonlinear model was developed using physical laws and the parameters of the linearized model were determined about several operating points. The linearized model takes the following normal state space form:
\[ x(t) = A x(t) + B u(t), \]
\[ y(t) = C x(t) + D x(t), \]
where (see notation):
\[ x^\Delta = \begin{bmatrix}
  n_l, \quad n_i, \quad n_H, \quad P_{L1}, \quad P_{L2}, \quad P_2, \theta_s, \\
  P_{L1}, \quad P_{L2}, \quad P_{L4}, \quad P_{L4}, \quad G_H, \quad G_C, \quad p_5, \theta_s \end{bmatrix}, \]
\[ u^\Delta = \begin{bmatrix}
  G_{FE}, \quad G_{FR}, \quad A_J \end{bmatrix}, \]
\[ y^\Delta = \begin{bmatrix}
  G_1, \quad G_2, \quad \theta_H \end{bmatrix}. \]

\[ n_l \] - Low pressure shaft speed
\[ n_i \] - Intermediate pressure shaft speed
\[ n_H \] - High pressure shaft speed
\[ P_{L1} \] - LP/HP intercompressor pressure
\[ P_{L2} \] - IP/HP intercompressor pressure
\[ P_2 \] - Combustor pressure
\[ \theta_s \] - Combustor outlet temperature
\[ P_{L4} \] - HP/HP interturbine pressure
\[ P_{L4} \] - LP/HP interturbine pressure
\[ P_{L4} \] - IP/HP interturbine pressure
\[ G_H \] - Hot stream mass flow
\[ G_C \] - Cold stream mass flow
\[ p_5 \] - Jet pipe pressure
\[ \theta_s \] - Jet pipe outlet temperature
\[ G_{FE} \] - Engine fuel
\[ G_{FR} \] - Reheat fuel
\[ A_J \] - Nozzle area
\[ G_1 \] - Fan mass flow
\[ G_2 \] - HP compressor mass flow
\[ p_0 \] - Nozzle pressure
\[ T_{L, n} \] - LP/IP intercompressor temperature
\[ T_L \] - IP/HP intercompressor temperature
\[ \Theta_H \] - Thrust.

The system, although fourteenth order is characterised by three dominant eigenvalues and as shown in Daley, Wang (1993), can be represented by a reduced order description:

\[ x(t) = A x(t) + B u(t) \]
\[ x(t) = -B u(t) \]

where:

\[ x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \]

and:

\[ x_1(t) = [n_1, n_2, n_3] \]
\[ x_2(t) = [p_2, l_2, n_2, n_3, n_4, n_5, n_6, n_7, n_8], \]

These equations can equivalently be expressed by a generalised state-space description:

\[ E \dot{x}(t) = A x(t) + B u(t), \]
\[ y(t) = C x(t) + D x(t), \]

where \( E \) is the singular matrix

\[ E = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} A_1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ 0 \end{bmatrix}. \]

It is a convenient structure that can be used to start dynamical analysis, synthesis or to develop an adaptive controller, Daley, Wang (1993).

POSSIBILITIES OF DYNAMICAL ANALYSIS OF SINGULAR SYSTEMS: SYSTEMS STABILITY FEATURES IN THE SENSE OF LYAPUNOV: A SURVEY

Consider linear singular systems (LSS) represented by:

\[ E \dot{x}(t) = A x(t), \quad x(t_0) = x_0, \quad y(t) = C x(t). \]  
\[ (1) \]

\[ E \dot{x}(t) = A x(t) + B u(t), \quad x(t_0) = x_0, \quad y(t) = C x(t). \]  
\[ (2) \]

with the matrix \( E \) possibly singular, where \( x(t) \in \mathbb{R}^m \) is a generalised state-space vector and \( u(t) \in \mathbb{R}^n \) is a control variable. Matrices \( A \), \( B \) and \( C \) are of the appropriate dimensions and are defined over the field of real numbers. System given by eq. (1) is operating in a free and system given by eq. (2) is operating in a forced regime, i.e. some external force is applied on it. It should be stressed that, in the general case, the initial conditions for an autonomous and a system operating in the forced regime need not be the same. System models of this form have some important advantages in comparison with models in the normal form, e.g. when \( E = 1 \) and an appropriate discussion can be found in Bejeq (1992) and Debeljekovic et al. (1996, 1996a, 1996b).

The complex nature of singular systems causes many difficulties in analytical and numerical treatment that do not appear when systems in the normal form are considered. In this section, stability, practical stability, technical stability and BIBO stability. The first part of this section is concerned with the stability of the dynamical systems in the sense of Lyapunov stability of linear autonomous singular systems. As we treat the linear systems this is equivalent to the study of the stability of the systems. The Lyapunov direct method is well exposed in a number of very well known references. Here we present some different and interesting approaches to this problem, including the contributions of the authors of this paper.

LINEAR AUTONOMOUS SINGULAR SYSTEMS

Stability definitions

Definition 1. Eq. (1) is exponentially stable if one can find two positive constants \( \alpha, \beta \) such that \( \| x(t) \| \leq \beta \| x_0 \| e^{\alpha t} \) for every solution of Eq. (1), Randolfi (1980).

Definition 2. The system given by Eq. (1) will be termed asymptotically stable if, for all consistent initial conditions \( x_0 \), \( x(t) \to 0 \) as \( t \to \infty \), Owens, Debeljekovic (1985).

Definition 3. We call system given by Eq. (1) asymptotically stable if all roots of \( \text{det}(sE - A) \), i.e. all finite eigenvalues of this matrix pencil, are in the open left half complex plane, and system under consideration is impulsive free if there is no \( x_0 \) such that \( x(t) \) exhibits discontinuous behavior in the free regime, Lewis (1986).

Definition 4. The system given by Eq. (1) is called asymptotically stable if all finite eigenvalues \( \lambda_i \), \( i = 1, \ldots, n \), of the matrix pencil \( (sE - A) \) have negative parts, Muller (1993).

Definition 5. The equilibrium \( x = 0 \) of system given by Eq. (1) is said to be stable if for every \( \varepsilon > 0 \), and...
for any \( t_0 \in J \), there exists a \( \delta = \delta(c, t_0) > 0 \), such that \( \| x(t_0, \mathbf{x}_0) \| < \delta \) holds. for all \( t \geq t_0 \), whenever \( \mathbf{x}_0 \in W_k \) and \( \| \mathbf{x}_0 \| < \delta \), where \( J \) denotes time interval such that \( J = [t_0, +\infty) \). \( t_0 \geq 0 \), Chen, Liu (1997).

**Definition 6.** The equilibrium \( x = 0 \) of a system given by Eq. (1) is said to be unstable if there exist a \( \varepsilon > 0 \), such that \( [x(t, \mathbf{x}_0)] \varepsilon \) hold for all \( t \geq t_0 \), where \( \mathbf{x}_0 \in W_k \), for which \( \| x(t, \mathbf{x}_0) \| \geq \varepsilon \) holds, although \( \mathbf{x}_0 \in W_k \) and \( \| \mathbf{x}_0 \| < \delta \), Chen, Liu (1997).

**Definition 7.** The equilibrium \( x = 0 \) of a system given by Eq. (1) is said to be attractive if for every \( t_0 \in J \), there exists an \( \eta = \eta(t_0) > 0 \), such that \( \lim_{t \to \infty} \mathbf{x}(t, t_0, \mathbf{x}_0) = 0 \), whenever \( \mathbf{x}_0 \in W_k \) and \( \| \mathbf{x}_0 \| < \eta \), Chen, Liu (1997).

**Definition 8.** The equilibrium \( x = 0 \) of a singular system given by Eq. (1) is said to be asymptotically stable if it is stable and attractive, Chen, Liu (1997).

**Lemma 1.** The equilibrium \( x = 0 \) of a linear singular system given by Eq. (1) is asymptotically stable if and only if it is impulse-free, and \( \sigma(E, A) < C \), Chen, Liu (1997).

**Lemma 2.** The equilibrium \( x = 0 \) of a system given by Eq. (1) is asymptotically stable if and only if it is impulse-free, and \( \lim_{t \to \infty} \mathbf{x}(t) = 0 \), Chen, Liu (1997).

**Stability theorems**

**Theorem 1.** Eq. (1), with \( A = I \), being the identity matrix, is exponentially stable if and only if the eigenvalues of \( E \) have nonpositive real parts.

**Proof.** The state response of singular system, under consideration, is given by:

\[
\mathbf{x}(t) = e^{E(t-t_0-t_0^T) E(t)} \mathbf{q}, \quad \mathbf{q} \in C^n
\]

with the restriction on the vector of consistent initial conditions, given by the following equation:

\[
\mathbf{x}_0 = E(t_0) \mathbf{q}.
\]

If \( E \) is written in diagonal form, then:

\[
e^{E(t-t_0-t_0^T) E(t)} = \begin{bmatrix} e^{\mathbf{Q}} & 0 \\ 0 & 0 \end{bmatrix}
\]

which decays exponentially when \( \lambda \in \sigma(0) \) implying that \( \text{Re}(\lambda) < 0 \), where \( \sigma(0) \) denotes the eigenvalue spectrum of the appropriate matrix. We use upper index "D" to indicate the Drazin inverer.

Because the eigenvalues of \( Q_0 \) are those eigenvalues of \( E \) which are not zero, it has completed the proof.

**Theorem 2.** Let \( \mathbf{I}_n \) be the matrix which represents the operator on \( R^n \) which is the identity on \( \Omega \) and the zero operator on \( \Lambda \). Eq. (1), with \( A = I \), is stable if an \( n \times n \) matrix \( P \) exist, which is the solution of the matrix equation:

\[
E^T P + P E = -\mathbf{I}_n.
\]

with the following properties:

i) \( P = P^T \)

ii) \( P \mathbf{q} = 0, \mathbf{q} \in \Lambda \)

iii) \( q^T P \mathbf{q} = 0, \mathbf{q} \in \Omega \)

where:

\[
\Omega = \{ W_k | \mathbf{I} - E \mathbf{P} \}
\]

\[
\Lambda = \{ E \mathbf{P} \}
\]

where \( W_k \) is the subspace of consistent initial conditions, \( \Omega \) denotes the kernel or null space of the matrix \( \mathbf{P} \).

**Proof.** If Eq. (6) has a solution \( P \) as above, \( \mathbf{I} \) cannot have eigenvalues with positive real parts. Hence, Eq. (1) is stable. Conversely, assume that Eq. (1) is stable. Let \( P \) be defined by:

\[
q^T P \mathbf{q} = \int_0^T \| \exp(t \mathbf{P}) \mathbf{q} \|^2 \mathrm{d}t.
\]

Theorem 3. The system given by Eq. (1) is asymptotically stable if and only if:

a) \( \mathbf{P} \) is invertible and

b) a positive- definite, self-adjoint operator \( P \) on \( R^n \) exist, such that:

\[
\mathbf{A}^T E \mathbf{P} + E \mathbf{P} \mathbf{A} = -\mathbf{Q}
\]

where \( \mathbf{Q} \) is self-adjoint and positive in the sense that:

\[
\mathbf{x}(t) \mathbf{Q}(t) > 0 \quad \text{for all } \mathbf{x} \in W_k / (0).
\]

Owens, Debeljkovic (1985).

**Proof.** To prove sufficiency, note that \( W_k \cap \text{Im}(\mathbf{E}) = (0) \) indicates that:

\[
V(x) = x^T(t) E \mathbf{P} E(x(t))
\]

is a positive-definite quadratic form on \( W_k \). All smooth solutions \( x(t) \) evolve in \( W_k \) so \( V(x) \) can be used as a "Lyapunov function". Clearly, using the equation of motion Eq. (1), one can have:

\[
\dot{V} = \mathbf{x}^T(t) E \mathbf{P} E(t) + \mathbf{x}^T(t) E \mathbf{P} \mathbf{x}(t) =
\]

\[
= \mathbf{(E(t) \mathbf{P} E(t) + \mathbf{x}^T(t) E \mathbf{P} \mathbf{x}(t) =}
\]

\[
= \mathbf{x}^T(t) A^T \mathbf{P} E(t) \mathbf{x}(t) + \mathbf{x}^T(t) E \mathbf{P} \mathbf{A} \mathbf{x}(t) =
\]

\[
= \mathbf{x}^T(t) \mathbf{Q} \mathbf{x}(t) \leq -\lambda V(t)
\]

(13)

where:

\[
\lambda = \min \mathbf{x}^T(t) \mathbf{Q} \mathbf{x}(t) = 1, \mathbf{x} \in W_k \}
\]

is strictly positive by Eq. (11).

Clearly:

\[
0 \leq V(x(t)) \leq V(x_0) e^{\lambda t} \to 0 \quad (t \to \infty),
\]

so that \( \mathbf{E}(t) \) and \( \mathbf{x}(t) \) tend to zero as \( t \to \infty \) as required, Debeljkovic et al. (1996a).
Theorem 4. The system given by Eq. (1) is asymptotically stable if and only if:

a) $A$ is invertible and

b) a positive-definite, self-adjoint operator $P$ exist, such that:

$$x(t) \left( A^TPE + E^TPA \right) x(t) = -x^T(t)Cx(t) \text{ for all } x \in W_1,$$

(16)

Owens, Debeljković (1985).

Theorem 5. Let $(E, A)$ be regular and $(E, A, C)$ be observable. Then $(E, A)$ is impulsive free and asymptotically stable if and only if a positive definite solution $P$ to:

$$A^TPE + E^TPA + E^TC^TC = 0,$$

(17)

exist and if $P_1$ and $P_2$ are two such solutions, then $E^TP_1E = E^TP_2E$, Lewis (1986).

Theorem 6. If there are symmetric matrices $P, Q$ satisfying:

$$A^TPE + E^TPA = -Q$$

and if:

$$x^TEPx > 0 \quad \forall x = S^Ty_1 \neq 0,$$

(19)

x^TQx \geq 0 \quad \forall x = S^Ty_1,$$

(20)

then the system described by Eq. (1) is asymptotically stable if:

$$\text{rank} \begin{bmatrix} sE-A \\ STQ \end{bmatrix} = n \quad \forall s \in C,$$

(21)

and marginally stable if the condition given by Eq. (21) does not hold, Muller (1983).

Proof. Assume $P, Q$ according to Eq. (19, 20), then by transformation:

$$R = \begin{bmatrix} R_1 \\ R_2 \end{bmatrix}, \quad S = [S_1 \quad S_2],$$

(22)

$$\text{RES} = \begin{bmatrix} I_1 \quad 0 \\ 0 \quad N_2 \end{bmatrix}, \quad \text{RAS} = \begin{bmatrix} A_1 \quad 0 \\ 0 \quad I_2 \end{bmatrix},$$

(23)

where the identity matrices $I_1$ and $I_2$ are of dimension $n_1$, and $N_2$ with $n_1 + n_2 = n$ and the $n_2 \times n_2$ matrix $N_2$ is the nilpotent of index $v$, one has:

$$A^TPE + E^TPA = -S^TQG = -Q_1,$$

(24)

with:

$$P_1 = F^T > 0, \quad Q_1 = Q^T \geq 0.$$  

(25)

Therefore the system given by Eq. (1) is stable in the sense of Lyapunov and is asymptotically stable if and only if:

$$\text{rank} \begin{bmatrix} sI_1-A_1 \\ Q_1 \end{bmatrix} = n_1, \quad \forall s \in C,$$

(26)

So, it is necessary to show that the condition:

$$\text{rank} \begin{bmatrix} sE-A \\ STQ \end{bmatrix} = n, \quad \forall s \in \mathbb{C},$$

(27)

is equivalent to the expression, given by Eq. (26). By the transformation of Eqs. (22–23) one has:

$$\text{rank} \begin{bmatrix} sE-A \\ STQ \end{bmatrix} = \text{rank} \begin{bmatrix} sI_1-A_1 \\ 0 \\ sN_2-I_2 \end{bmatrix},$$

(28)

showing the equivalence of Eq. (26) and Eq. (27).

Theorem 7. The equilibrium $x = 0$ of a system given by Eq. (1) is asymptotically stable, if an $n \times n$ symmetric positive definite matrix $P$ exist, such that along the solutions of system, given by Eq. (1), the derivative of function $V(Ex) = (Ex)^TP(Ex)$, is a negative definite for the variables of Ex, Chen, Liu (1997).

Proof. First, the regularity of $(E, A)$ means that $n \times n$ nonsingular matrices $U$ and $V$ exist, such that:

$$\text{LEV} = \begin{bmatrix} I_1 \\ 0 \\ 0 \end{bmatrix}, \quad \text{LAU} = \begin{bmatrix} A_1 \\ 0 \\ 0 \end{bmatrix},$$

(29)

and Eq. (1) is equivalent to:

$$\dot{z}_1 = A_1 z_1 + 0,$$

(30)

where $Q(z_1, x_2)^\top = x_2$ is an $n_1 \times n_1$ nonsingular matrix and $L$ is an $n_2 \times n_2$ nilpotent matrix, $n_1 + n_2 = n$.

Next, the fact that $V(Ex)$ is a negative definite quadratic form for the variables of $Ex$ means that an $n \times n$ symmetric matrix $W$ exists with $E^TWE$ is a positive semi definite with the rank of $E^TWE$ being equal to $r$, such that:

$$V(Ex) = -(Ex)^TW(Ex),$$

(31)

or:

$$A^TPE + E^TPA = -E^TWE.$$  

(32)

Letting:

$$P = \begin{bmatrix} P_{11} & P_{12} \\ P_{12} & P_{22} \end{bmatrix},$$

(33)

$$W = \begin{bmatrix} W_{11} & W_{12} \\ W_{12} & W_{22} \end{bmatrix},$$

(34)

one has:

$$P_{11}A_1 + A_1^TP_{12} = -W_{11},$$

(35)

$$P_{22}N + N^TP_{22} = -N^TW_{22}N,$$

$$P_{12} + A_1^TP_{12}N = -W_{12}N,$$

where $P_{11}, P_{22}$ are all positive definite matrices.

In the following it proven that $N = 0$. Suppose that the form of nilpotent matrix $N$ is

$$N = \begin{bmatrix} J_1 \\ \vdots \\ J_1 \end{bmatrix},$$

(36)

where $J_1$ is the identity matrix of dimension $J_1$. The proof is completed by induction.
where $J_i$ is a Jordan block matrix in which the diagonal elements are all zero \((i = 1, \ldots, s)\), then all elements of the first row of both $N'P_{22}$ and $N''P_{22}$ are zero. It follows from the second formula of Eq. (35) that all elements of first row $P_{22}N$ are zero. If $N = 0$ is not true, without loss of generality, this supposes that $J_1 \neq 0$, then it can be deduced that the element of the first row and first column of matrix $P_{22}$ is zero. This is not true since $P_{22}$ is positive definite.

Thus must be $N = 0$, in other words, and the linear singular system described by Eq. (1) is impulse-free.

The positive definitiveness of matrix $X$ and the first formula of Eq. (35) imply that an is asymptotically stable matrix.

It follows from Eq. (36) and $N = 0$ that $\lim_{t \to \infty} x = 0$ hold from $x = Q(za)$ and the conclusion of Theorem 7 follows directly from Lemma 1.

**Theorem 8.** If an $n \times n$ symmetric, positive definite matrix $P$ exists, such that along with the solutions of system, given by Eq. (1), the derivative of the function

$$V(Ex) = (Ex)PT(Ex)$$

i.e. $V(Ex)$ is a positive definite for all variables of $Ex$, then the equilibrium $x = 0$ of the system given by Eq. (1) is unstable, Chen, Liu (1997).

**Theorem 9.** If an $n \times n$ symmetric, positive definite matrix $P$ exists, such that along with the solutions of system, given by Eq. (1), the derivative of the function

$$V(Ex) = (Ex)PT(Ex)$$

i.e. $V(Ex)$ is negative semidefinite for all variables of $Ex$, then the equilibrium $x = 0$ of the system, given by Eq. (1), is stable, Chen, Liu (1997).

**Theorem 10.** Let $(E, A)$ be regular and $(E, A, C)$ be impulse observable and finite dynamics detectable. Then $(E, A, C)$ is stable and impulse-free if and only if a solution $(P, H)$ to the generalized Lyapunov equations (GLE) exists.

$$A^TP + PT(A + CTC) = 0.$$  \hspace{1cm} (37)

$$H^TE = E^TP \geq 0.$$  \hspace{1cm} (36)

Proof. We assume that $E, A, C$ are given by a Weierstrass form

$$E = \begin{bmatrix} I_r & 0 \\ 0 & N \end{bmatrix}, \quad A = \begin{bmatrix} A_1 & 0 \\ 0 & I_{n-r} \end{bmatrix},$$

$$C = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix},$$  \hspace{1cm} (39)

where $r$ is the number of finite dynamic modes, and $N$ is a nilpotent Jordan form.

**Sufficiency.** Partitioning

$$P = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix}, \quad H = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{bmatrix}$$  \hspace{1cm} (40)

one obtains:

$$H_{11}A_1 + A_1^TP_{11} + C_1TC_2 = 0,$$

$$H_{11} = P_{11} \geq 0,$$  \hspace{1cm} (41)

$$H_{22}A_1 + P_{21} + C_2TC_2 = 0,$$

$$H_{22} = N^TP_{22}.$$  \hspace{1cm} (42)

$$H_{11}^T + A_1^TP_{12} + C_1TC_2 = 0,$$

$$H_{11}^T = P_{12}.$$  \hspace{1cm} (43)

$$H_{22}^T + P_{22} + C_2TC_2 = 0,$$

$$H_{22}^T = N^TP_{22}.$$  \hspace{1cm} (44)

Note that $(E, A, C)$ is impulse observable if and only if:

$$\mathfrak{R}((N)^T) + \mathfrak{R}(C)^T + \mathfrak{R}((N)^T) = \mathbb{R}^{\mathbb{C}}.$$  \hspace{1cm} (45)

Let

$$\alpha = \min \{ k \mid \mathfrak{R}((N)^T)^k = 0, k > 0 \}.$$  \hspace{1cm} (46)

Then:

$$\mathfrak{R}((N)^T)^{\alpha - 1} = \mathfrak{R}((N)^T)^{\alpha - 1} C_{2} + \mathfrak{R}((N)^T)^{\alpha} = \mathfrak{R}((N)^T)^{\alpha - 1} C_{2}^T.$$  \hspace{1cm} (47)

Pre-multiplying Eq. (45) by $(N)^{\alpha - 1}$ and post-multiplying by $(N)^{\alpha - 1}$ yields:

$$\mathfrak{R}((N)^{\alpha - 1} H_{12}(N)^{\alpha - 1} P_{22}(N)^{\alpha - 1} = -\mathfrak{R}((N)^{\alpha - 1} C_{2}^T C_2 (N)^{\alpha - 1}).$$  \hspace{1cm} (48)

It follows again from Eq. (45) that both terms in the left-hand side of Eq. (48) are zero, so that

$$\mathfrak{R}((N)^{\alpha - 1} C_{2} = 0.$$  \hspace{1cm}

Hence, from Eq. (48), one obtains

$$\mathfrak{R}((N)^{\alpha - 1} = 0,$$  \hspace{1cm}

contradicting the minimality of $\alpha$. This implies that $N = 0$, so that $(E, A, C)$ is impulse-free. Also, since $(A_1, C_1)$ is detectable, one can see from Eq. (41) that $A_1$ is stable. Hence $(E, A, C)$ is stable,Takebe et al. (1995).

**Necessity.** Suppose that $(E, A, C)$ is stable and impulse-free. Then Eqs. (41 – 44) are with $N = 0$. From the hypotheses, there exists a solution $P_{11} \geq 0$ to Eq. (40). Moreover, $P_{12} = H_{22} = 0, P_1 = H_{21} = -C_2^TC_1,$ and $P_{22}, H_{22}$ are arbitrary satisfying Eq. (45). Thus it has been shown that a solution $(P, H)$ exists to Eqs. (37 – 38) with:

$$E^TP = \begin{bmatrix} P_{11} & 0 \\ 0 & 0 \end{bmatrix} \geq 0.$$  \hspace{1cm} (49)

Takebe et al. (1995).

Some assumptions and preliminaries are needed for further exposures.

Suppose that matrices $E$ and $A$ commute that is:

$$EA = AE.$$  \hspace{1cm}

Then a real number $\lambda$ exists such that $\lambda E - I = A$, otherwise, from the property of regularity, one may multiply Eq. (1) by $(E - \lambda I)^{-1}$ so one can obtain the system that satisfy the above assumption and keep the stability the same as the original system.

It is well known that there always exists linear nonsingular transformation, with invertible matrix $T$, such that:

$$[TE^{-1} T^{-1}] = \{ \text{diag}(E_1, E_2) \text{ diag}(A_1, A_2) \}$$  \hspace{1cm} (50)

where $E_1$ is of full rank and $E_2$ is a nilpotent matrix, satisfying:
\[ E^h \neq 0, \quad E^{h+1} = 0, \quad h \geq 0. \quad (51) \]

In addition, it is evident
\[ A_1 = \lambda E_1 - I, \quad A_2 = \lambda E_2 - I. \quad (52) \]

The system, given by Eq. (1), is equivalent to:
\[ E_1 \dot{x}_1(t) = A_1 x_1(t) + B_1 u(t), \quad (53a) \]
\[ E_2 \dot{x}_2 = A_2 x_2(t) + B_2 u(t), \quad (53b) \]
where \( \dot{x}^T = \left[ \begin{array}{c} \dot{x}_1^T \\ \dot{x}_2^T \end{array} \right] \) and \( \dot{x}_1^T = \left[ \begin{array}{c} x_1^T \\ x_2^T \end{array} \right] \).

**Lemma 3.** The system, given by Eq. (1), is asymptotically stable if and only if the slow sub-system, Eq. (53a), is asymptotically stable, Zhang et al. (1998a).

**Lemma 4.** \( x_1 = 0 \) is equivalent to \( E^{h+1} x \neq 0 \), Zhang et al. (1998a).

Define Lyapunov function as:
\[ V(E^{h+1} x) = x^T (E^{h+1})^T P E^{h+1} x, \quad (54) \]
where:
\[ P > 0, \quad P \in \mathbb{R}^{n \times n} \] satisifying:
\[ V(E^{h+1} x) > 0 \text{ if } E^{h+1} x \neq 0, \text{ when } V(0) = 0. \]

From Eq. (1) and Eq. (53), bearing in mind that \( E A \), one can obtain:
\[ (E^{h+1} A^T P E^{h+1} + (E^{h+1})^T P A E^h) = -E^{h+1} W^T E^{h+1} \]
where \( W > 0, \quad W \in \mathbb{R}^{n \times n} \).

Eq. (55) is said to be Lyapunov equation for a system given by Eq. (1).

Denote with:
\[ \text{deg } \text{det}(E - A) = \text{rank } E_1 = r. \]

**Theorem 11.** The system, given by Eq. (1), is asymptotically stable if and only if for any matrix \( W > 0 \), Eq. (55) has a solution \( P > 0 \) with a positive external exponent \( r \), Zhang et al. (1998a).

**Proof.**

Necessity. Eq. (53) with \( u(t) = 0 \) is substituted into Eq. (55), obtains:
\[ \begin{bmatrix} (E^h)^T & 0 \\ 0 & (E^h)^T \end{bmatrix} A^T \begin{bmatrix} P_1 & P_2 \\ P_2^T & P_4 \end{bmatrix} \begin{bmatrix} E^{h+1} & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} E^{h+1} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} P_1 & P_2 \\ P_2^T & P_4 \end{bmatrix} \begin{bmatrix} A_1 & 0 \\ 0 & A_2 \end{bmatrix} \begin{bmatrix} E^{h+1} & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} E^{h+1} & -W_1 \\ 0 & W_2 \end{bmatrix} \begin{bmatrix} E^{h+1} & 0 \\ 0 & 0 \end{bmatrix} \]
Notice that \( E_1 \) is of full rank, so the equivalent form can be obtained:
\[ \begin{bmatrix} (E^h)^T & 0 \\ 0 & (E^h)^T \end{bmatrix} A^T P E_1 + E^h P A_1 = -E^h W E_1. \]

\[ P_2 A_2 E = 0, \]
where:
\[ T^T P T^{-1} = \begin{bmatrix} P_1 & P_2 \\ P_2^T & P_3 \end{bmatrix}, \quad (59) \]
\[ (E^h)^T P E^h = W_2 \]

If matrix pair \( (E, A) \) is asymptotically stable, thus, implies that \( (E_1, A_1) \) is asymptotically stable, too.

Let \( W > 0 \), then \( W_1 > 0 \). Then Eq. (59) has a solution \( P_1 > 0 \) with an internal exponent \( r \). Let \( P_2 = 0 \) then \( P_3 = 0 \), and the necessity is proved.

**Sufficiency.** For any \( W > 0 \) implies \( W_1 > 0 \), so Eq. (55) has a solution and only if Eq. (59a) and Eq. (59b) have solutions respectively, and \( P_1 > 0 \). Therefore \( (E_1, A_1) \) is asymptotically stable. Then the sufficiency follows immediately from Lemma 3.

One can choose \( P_3 > 0 \) since is not restricted and one can have the following result immediately.

**Theorem 12.** The system, given by Eq. (1), is asymptotically stable if and only if for any given \( W > 0 \) the Lyapunov Eq. (55) has the solution \( P > 0 \), Zhang et al. (1998a).

The conclusion is the same as in the case of the very well known Lyapunov stability theory if \( E \) is of full rank. If matrix \( E \) is singular then there is more than one solution.

It should be noted that the results of the preceding theorems are very similar in some way and are derived only for regular linear singular systems.

In order to investigate the stability of irregular singular systems, the following results can be used, Bajić et al. (1992). For this case, the linear singular system is used in the suitable canonical form, i.e.:
\[ \dot{x}_1(t) = A_1 x_1(t) + A_2 x_2(t), \]
\[ 0 = A_3 x_1(t) + A_4 x_2(t). \]

Hereafter, we examine the problem of the existence of solutions which converge toward the origin of the systems phase space for regular and irregular singular linear systems. By a suitable nonsingular transformation, the original system is transformed to a convenient form. This form of system equations enables development and easy application of Lyapunov's direct method (LDM) for the intended existence analysis for a subclass of solutions. In the case when the existence of such solutions is established, an understimation of the weak domain of the attraction of the origin is obtained on the basis of symmetric positive definite solutions of a reduced order matrix Lyapunov equation. The estimated weak domain of attraction consists of points of the phase space, which generate at least one solution convergent to the origin.

Let as, before, the set of the consistent initial values of Eqs. (61 - 62) be denoted by \( W_k \). Also, consider the manifold \( m \in \mathbb{R}^{n \times n} \), determined by Eq. (62) as \( m = \mathfrak{r}(A_3, A_4) \). For the system governed by Eq. (61-62) the set \( W_k \) of the consistent initial values is equal to the manifold \( m \), that is \( W_k = m \).
It is easy to see, that the convergence of the solutions of system given by Eq.(1) and system, given by Eqs. (61 – 62), toward the origin is an equivalent problem, since the proposed transformation is nonsingular.

Thus, for the null solution of Eqs. (61 – 62), the weak domain of attraction is going to be estimated. The weak domain of attraction of the null solution \( x(t) = 0 \) of system given by Eq. (61 – 62) is defined by:

\[
\begin{align*}
D^\triangle & = \{ x_0 \in \mathbb{R}^n : x_0 \in m, \exists x(t, x_0), \\
\lim_{t \to \infty} \| x(t, x_0) \| & \to 0 \} .
\end{align*}
\]  

(63)

The term weak is used because solutions of Eqs. (61 – 62) need not to be unique, and thus for every \( x_0 \in D \) there may also exist solutions which do not converge towards the origin. In our case \( D = m = W_0 \), and the weak domain of attraction may be thought of as the weak global domain of attraction. Note that this concept of global domain of attraction used in the paper, differs considerably with respect to the global attraction concept known for state variable systems, 

Bejić et al. (1982), Debeljković et al. (1996).

Our task is to estimate the set \( D \). We will use LDM to obtain the underestimate \( D \) of the set \( D \) (i.e. \( D_0 \subseteq D \)). Our development will not require the regularity condition of the matrix pencil \((\Sigma - A)\).

For the systems in the form of Eqs. (61 – 62) the Lyapunov-like function can be selected as:

\[
V(x(t)) = \vec{x}(t)^T P \vec{x}(t), \quad P = P^T,
\]

where \( P \) will be assumed to be a positive definite and real matrix. The total time derivative of \( V \) along the solutions of Eqs. (61 – 62) is then:

\[
\dot{V}(x(t)) = \vec{x}(t)^T (A_1 P + PA_1) \vec{x}(t) + \vec{x}(t)^T P \vec{x}(2) + \vec{x}(t)^T PA_2 \vec{x}(2) + \\
+ \vec{x}(t)^T A_2^T P \vec{x}(t).
\]

(65)

A brief consideration of the attraction problem shows that if Eq. (65) is negative definite, then for every \( x_0 \in W_0 \), we have \( |x(0)| \to 0 \) as \( t \to \infty \). Then \( |x(0)| \to 0 \) as \( t \to \infty \), for all those solutions for which the following connection between \( x(0) \) and \( x(t) \) holds:

\[
x(0) = L x(t), \quad \forall t \in \mathbb{R}
\]

(66)

The main question is if the relation Eq. (66) can be established in a way so as not to contradict the constraints. Since it is not possible for irregular singular linear system, then we have to reformulate our task to establish the relation Eq. (66) so that it does not pose to many additional novel constraints to Eq. (62).

In order to efficiently use this fact for the analysis of the attraction problem, we introduce the following consideration that also proposes a construction of the matrix \( L \).

Let Eq. (66) hold. Assume that the rank condition:

\[
\text{rank } [A_0 \quad A_4] = \text{rank } A_4 = r \leq n_0.
\]

(67)

is satisfied. Then a matrix \( L \) exist, Tseng and Kokotović (1986), being any solution of the matrix equation:

\[
0 = A_3 + A_4 L,
\]

(68)

where \( 0 \) is a null matrix of dimensions the same as \( A_3 \).

On the basis of Eq. (66), Eq. (68) and Eq. (62), it becomes evident that whenever a solution \( x(t) \) fulfills Eq. (66), then it has also to fulfill Eq. (62). One can investigate in more detail the implications of the introduced equations. When they hold, then all solutions of the system Eqs. (61 – 62), which satisfy Eq. (66), are subject to algebraic constraints:

\[
Fx(t) = \begin{bmatrix} A_3 & A_4 \\ L & \end{bmatrix} x(t) = 0.
\]

(69)

Assuming that \( V(x(t)) \) determined by Eq. (65) is a negative definite, the following conclusions are important:

1. The solution of Eqs. (61 – 62) has to belong to the set \( \mathbb{R}([A_0 \ A_4]) \cap \mathbb{R}([L - I]) \);

2. If rank \( F = n \) then judgement on the domain of attraction of the null solutions is not possible on the basis of the adopted approach, or more precisely, in the case the estimate of the weak domain \( D \) of attraction is a singleton: \( x(0) \in \mathbb{R}([A_0 \ A_4]) : x(t) = 0 \);

3. If rank \( F < n \), then the estimates of the weak domain of attraction needs to be a singleton and it is estimated as:

\[
D_0 = \{ x(0) \in \mathbb{R}^n : x(0) \in \mathbb{R}([A_0 \ A_4]) \cap \mathbb{R}([L - I]) \} = D.
\]

(70)

Now Eq. (65) and Eq. (66) are employed to obtain:

\[
\dot{V}(x(t)) = \vec{x}(t)^T ((A_1 + A_4 L) P + + P (A_1 + A_4 L) \vec{x}(t)),
\]

(71)

which is a negative definite with respect to \( \vec{x}(t) \) if and only if:

\[
\Omega^T P + P \Omega = -Q, \quad \Omega = A_1 + A_4 L,
\]

(72)

where \( Q \) is real a symmetric positive definite matrix. We are now in the position to state the following result.

**Theorem 13.** Let the rank condition Eq. (67) hold and let rank \( F < n \), where the matrix \( F \) is defined in Eq. (69). Then, the underestimate \( D_0 \) of the weak domain \( D \) of the attraction of the null solution of system given by Eqs. (61 – 62), is determined by Eq. (70), providing \((A_1 + A_4 L)\) is a Hurwitz matrix. If \( D_0 \) is not a singleton, then there are solutions of Eqs. (61 – 62) different form null solution, \( x(t) = 0 \), which converge toward the origin as time \( t \to + \infty \).

**Proof.** If the rank condition is satisfied, then for all solutions of Eqs. (61 – 62) that satisfy Eq. (66), one can have \( x(t) \in \mathbb{R}([L - I]) \) and simultaneously, these solutions \( x(t) \in m = \mathbb{R}([A_0 \ A_4]) \). Hence, according to Eq. (65), \( x(t) \in \mathbb{R}([A_0 \ A_4]) \cap \mathbb{R}([L - I]) \). However, Eq. (65) and Eq. (66) implies Eq. (71). Since \((A_1 + A_4 L)\) is a Hurwitz matrix, then according to the well known results on the
Lyapunov matrix equation, a unique symmetric positive definite matrix \( P \) satisfying Eq. (72) exists. Hence, \( V \) defined by Eq. (64) is a positive definite function with respect to \( x_i(t) \), and its total time derivative along the solutions of Eqs. (61 - 62) constrained by Eq. (66) is a negative definite, so \( \lim \| x(t) \| \rightarrow 0 \) as \( t \rightarrow + \infty \), as long as \( x_0 \in \mathbb{R} ((A_2 A_1)) \cap \mathbb{R} ((L - I)) \). But Eq. (66) implies also \( \lim \| x_0(0) \| = \lim \| x_0(t) \| \rightarrow 0 \) as \( t \rightarrow + \infty \), so, with rank \( F < n \), more than one value of \( x(t) \) satisfies Eq. (69). Hence, as \( x(t) \in \mathbb{R} ((A_2 A_1)) \cap \mathbb{R} ((L - I)) \) is not a singleton, solutions, different form null solutions exist, which converge toward the origin as \( t \rightarrow + \infty \). This proves the theorem, Bajic et al. (1992).

LINEAR NON-AUTONOMOUS SINGULAR SYSTEMS

In the sequel, the generalized Lyapunov equations (GLE) given by Bender (1987) are further studied for continuous-time singular systems. Under a rank condition, the stability of continuous-time singular systems is related to the uniqueness of the solutions of the Lyapunov equations, provided that the systems are controllable. Furthermore, under certain conditions, the controllability Gramians obtained from the Lyapunov equations are guaranteed to be positive definite. All the results are valid for both impulsive and non-impulsive singular systems. Many definitions of controllability of the infinite-frequency modes of singular systems have been presented in the literature. However, for time-invariant systems with a regular pencil \((sE - A)\), all these definitions reduce down to two definitions of controllability at infinity. These are analogous to the difference between controllability and reachability.

The parameters of the Laurent expansion of the generalized resolvent matrix \((sE - A)^{-1}\) are a very useful tool for analyzing singular systems. This is because they separate the subspace spanned by solutions in the eigenspace associated with finite eigenvalues of the pencil \((sE - A)\) from the subspace spanned by solutions associated with infinite eigenvalues. The infinite-eigenspace solutions can be termed as a “impulsive” solutions in a continuous-time system.

The Laurent parameters can be used to split the system, given by Eq. (2) into causal (nonimpulsive) and noncausal (impulsive) subsystems.

The Laurent parameters, also known as fundamental matrices, have played an important part in the analysis of singular systems. Based on these parameters, Lewis (1989) defined the controllability matrices for the analysis of the controllability of descriptor systems. Bender (1987) introduced the reachability Gramians and associated them with Lyapunov-like equations without the non-impulsive or causality restriction.

Suppose that \((sE - A)\) is a regular pencil. The system, given by Eq. (2) is denoted by \((E, A, B, C)\). It is known that the Laurent parameters \( \{ \phi_k, \mu < k < \infty \} \) specify the unique series expansion of the resolvent matrix about \( s = \infty \).

\[
(sE - A)^{-1} = \sum_{k=\mu}^{\infty} \phi_k s^{-k}, \quad \mu \geq 0
\]

valid in some set \( 0 < |s| \leq \delta, \delta > 0 \). The positive integer \( \mu \) is the nilpotent index. Two square invertible matrices \( U \) and \( V \) exist such that \((E, A, B, C)\) is transformed to the Weierstrass canonical form:

\[
\begin{align*}
\tilde{E} &= U^{-1}E V^{-1}, \quad \tilde{A} = U^{-1}A V^{-1} \\
\tilde{B} &= U^{-1}B, \quad \tilde{C} = CV^{-1}
\end{align*}
\]

with:

\[
\begin{pmatrix}
\tilde{E} - \tilde{A} = I & 0 \\
0 & \mathbb{S}^{-1}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} \\
C
\end{pmatrix} = \begin{bmatrix}
C_1^T \\
C_2
\end{bmatrix}
\]

where \( J \) and \( N \) are in the Jordan canonical form and \( N \) is nilpotent. Also, the corresponding Laurent parameters in Weierstrass form are:

\[
\phi_k = V \psi_k U = \begin{pmatrix}
J^k & 0 \\
0 & 0
\end{pmatrix}, \quad k \geq 0
\]

Remark 1. If \( E \) is nonsingular, the singular system, given by Eq. (2) can be premultiplied by \( E^{-1} \) to derive an equivalent state-space system. In this case the following simplifications occur:

\[
\begin{align*}
\psi_0 &= I, \quad U = E, \quad V = I, \quad J = E^{-1}A, \\
B_1 &= E^{-1}B, \quad C_1 = C.
\end{align*}
\]

(77) and \( N, \ B_2, \ Q_2 \) do not exist (i.e., \( N \) is a zero-dimensional matrix). In this case the eigenvalues of the pencil \((sE - A)\) are the eigenvalues of \( E^{-1}A \) and are obviously finite. If \( E = I \), Eq. (2) is already in the Weierstrass canonical form and one can have:

\[
\begin{align*}
U &= I, \quad J = A, \quad B_1 = B.
\end{align*}
\]

(78) We now summarize some useful properties of the Laurent parameters:

\[
\begin{align*}
E \psi_k - A \psi_{k-1} &= \phi_k E - \psi_{k-1} A = \delta_{k1} I \\
\phi_k E \psi_0 &= \phi_0 \\
\phi_k A \psi_{k-1} &= -\psi_{k-1} \\
\phi_k &= \left[\begin{array}{c}
(\phi_k A)^k \phi_0, \\
(\phi_{k-1} E)^{k-1} \phi_1, \quad k \geq 0
\end{array}\right] \\
E \psi_k A &= A \psi_k E, \quad \text{for all } k
\end{align*}
\]

(82) and

\[
\begin{align*}
\phi_k E \psi_0 &= \phi_0 \psi_k = \phi_k A \phi_k
\end{align*}
\]

(83)

if

\[
\begin{align*}
k &< 0, \quad j \geq 0 \\
\phi_{-k} E \phi_k &= (E^{-1})^k \phi_0, \quad (\phi_{-1} E)^{k-1} \phi_1 \\
\phi_{-k} E \phi_k &= (E^{-1})^k \phi_0, \quad (\phi_{-1} E)^{k-1} \phi_1
\end{align*}
\]

(84)

(85)
\( \phi_{E} \) and \( E_{\phi_{0}} \) are projections on \( H_{F} \) along \( H_{I} \), where \( H_{F} \) and \( H_{I} \) the spaces spanned by the eigenvectors \( v_{i} \) satisfying \( \lambda_{i} v_{i} = Av_{i} \) corresponding to the finite and infinite eigenvalues \( \lambda_{i} \), respectively. That is, \( H_{F} \) is the subspace spanned by causal solutions and \( H_{I} \) is the subspace spanned by noncausal or "infinite frequency" or "impulsive" solutions. Note that if \( E \) is nonsingular, \( H_{F} = \mathbb{R}^{n}, H_{I} = 0, \phi_{0} = I, \phi_{E} = E = E_{\phi_{0}}, \) and \( \phi_{-1} = \phi_{-A} = A_{\phi_{0}} = 0. \)

The solution of a singular system can be expressed directly in terms of the Laurent parameters.

\[
\begin{align*}
    x(t) &= \phi_{E} Ex - \phi_{-1} Ax(t) = \\
    &= \left( e^{A(t - t_{0})} x_{0} + \int_{t_{0}}^{t} e^{A(t - \tau)} \phi_{0} Bu(\tau) d\tau \right) - \\
    &\quad \left( \phi_{-1} E^{m} x^{m}(t) + \sum_{k=0}^{m-1} (\phi_{-1} E)^{k+1} \phi_{-1} Bu^{k}(t) \right) \\
    y(t) &= C (\phi_{E} - \phi_{-1} A) x(t) \quad (87)
\end{align*}
\]

where, \( i \geq 0 \) and \( m \geq 0. \) As indicated by the property of Eq. (87), the Laurent parameters can be used to separate the causal solution subspace from the noncausal solution subspace.

**Definition 9.** If the integral exists, the causal continuous-time singular system reachability Grammian is:

\[
G_{E} = \int_{0}^{\infty} \phi_{E} e^{A_{E} t} B B^{T} e^{A_{E} T} \phi_{E}^{T} dt. \quad (89)
\]

Bender (1987).

The noncausal continuous-time singular system reachability Grammian is:

\[
G_{\phi_{0}} = \sum_{k=-\infty}^{\infty} \phi_{k} B B^{T} \phi_{k}^{-1}. \quad (90)
\]

The continuous-time singular system reachability Grammian is:

\[
G_{E} = G_{E_{\phi_{0}}} + G_{\phi_{0}}. \quad (91)
\]

If the integral does not exist, only \( G_{E_{\phi_{0}}} \) is defined. Bender (1987).

The columns of \( \phi_{E} G_{E} E_{\phi_{0}}^{-1} \phi_{E}^{T} = G_{E}^{T} \) span the causal reachability subspace, and the columns of \( G_{E_{\phi_{0}}} \) span the noncausal reachability subspace, which is the subspace "reachable at \( \infty \)." By the same argument the columns of \( G_{E} \) span the reachable subspace for the entire system.

**Theorem 14.**

i) If \( G_{E_{\phi_{0}}} \) exists, it satisfies

\[
\phi_{0} (E G_{E_{\phi_{0}}} A + G_{E_{\phi_{0}}} E^{T}) \phi_{0}^{T} = -\phi_{0} B B^{T} \phi_{0}^{T}. \quad (92)
\]

ii) \( G_{E}^{T} \) always exists and satisfies

\[
\phi_{-1} (E G_{E} E^{T} + A G_{E} A^{T}) \phi_{-1}^{T} = -\phi_{-1} B B^{T} \phi_{-1}^{T}. \quad (93)
\]

iii) Suppose the range of \( F \) (see Appendix B) contains the range of \( \phi_{E} \) (i.e., the pair \( (J, B_{2}) \) is reachable). Then if all finite eigenvalues of the pencil \( (sE - A) \) have real part less than zero, eq. (92) has a symmetric solution \( G_{E}^{T} \) which satisfies:

\[
x^{T} G_{E}^{T} x > 0 \text{ for all } x \text{ such that:}
\]

\[
x = E^{T} \phi_{E}^{T} w = 0. \quad (94)
\]

Further, \( \phi_{E} E_{E}^{T} E_{T} \phi_{E}^{T} = \phi_{E} \).

Conversely, if Eq. (93) has a symmetric solution satisfying eq. (94), then \( \phi_{E} E_{E}^{T} E_{T} \phi_{E}^{T} = \phi_{E} \) is unique and all finite eigenvalues of the pencil \( (sE - A) \) have real part less than zero.

iv) If the range of \( R_{inc} \) contains the range of \( \phi_{-1} A \) (i.e., the pair \( (N, B_{2}) \) is reachable), then Eq. (93) has a symmetric solution \( G_{E}^{T} \) satisfying:

\[
x^{T} G_{E}^{T} x < 0 \text{ for all } x \text{ such that:}
\]

\[
x = A^{T} \phi_{-E_{T}} w = 0. \quad (95)
\]

Further, \( \phi_{-1} A G_{E_{E}}^{T} A^{T} \phi_{-E_{T}} \) is unique.

For the sake of brevity the proof is omitted and can be found in Bender (1987).

**Definition 10.** A singular system is asymptotically stable if and only if its slow subsystem \((I, J, C_{1}, C_{0})\) is asymptotically stable. The slow subsystem is controllable, or equivalently, the singular system is R-controllable, if and only if:

\[
\text{rank} \{ B_{1}, J B_{1}, \ldots, J^{n_{1}-1} B_{1} \} = n_{1} \quad (96)
\]

where \( n_{1} = \text{degree}(\text{det}(sE - A)) \) is the dimension of the slow subsystem. The fast subsystem is controllable if and only if:

\[
\text{rank} \{ B_{2}, N B_{2}, \ldots, N J^{n_{2}-1} B_{2} \} = n - n_{1}. \quad (97)
\]

Dai (1989).

The controllability of a singular system implies both its slow and fast subsystems are controllable.

**Definition 11.** For the continuous-time descriptor system \((E, A, B, C)\), the slow controllability Grammian is:

\[
G_{E} = \int_{0}^{\infty} \phi_{E} e^{A_{E} t} B B^{T} e^{A_{E} T} \phi_{E}^{T} dt. \quad (98)
\]

provided that the integral exists. The fast controllability Grammian is:

\[
G_{F} = \sum_{k=-\infty}^{\infty} \phi_{E} B B^{T} \phi_{E}^{T} \quad (99)
\]

The controllability Grammian is:

\[
G = G_{E} + G_{F}. \quad (100)
\]

Zhang et al. (1986b).

It can be seen that there is no significance difference between Definition 11 and Definition 9.
In Weierstrass canonical form, given by Eq. (75), the corresponding Grammars of $\mathbf{G}_E$ and $\mathbf{G}_f$ are denoted by $\mathcal{G}_E$ and $\mathcal{G}_f$ respectively. From Eq. (75) and Eq. (76), it can be easily shown that:

$$\mathcal{G}_E = V \mathbf{G}_E V^T, \quad \mathcal{G}_f = V \mathbf{G}_f V^T.$$  

(101)

**Proposition 1.**

i) $\mathcal{G}_E$ satisfies

$$\mathcal{G}_E T \mathcal{G}_E^T + \mathcal{G}_E A C E = -\mathbf{G}_E B B^T \mathcal{G}_E.$$  

(106)

ii) $\mathcal{G}_f$ uniquely satisfies:

$$\mathcal{G}_f T \mathcal{G}_f^T + \mathcal{G}_f A C \mathcal{G}_f = \mathcal{G}_f B B^T \mathcal{G}_f T \mathcal{G}_f^T.$$  

(107)

iii) If the system, given by Eq. (2), is asymptotically stable, then the slow subsystem is controllable if and only if Eq. (106) has the unique solution $0$ which satisfies:

$$\text{rank}(\mathcal{G}_E) = \text{degree} (\det(sE - A)).$$  

(108)

iv) The fast subsystem is controllable if and only if:

$$\text{rank}(\mathcal{G}_f) = n - \text{degree} (\det(sE - A)).$$  

(109)

v) If the system, given by Eq. (2), is asymptotically stable, then system given by Eq. (2), is controllable if and only if:

$$\mathcal{G}^c = \mathcal{G}_E + \mathcal{G}_f > 0.$$  

(110)

**Proof.**

i) and ii) can be easily established from, Bender (1987), with Eq. (102).

iii) When Eq. (2) is in Weierstrass canonical form, given by Eq. (75), such that:

$$\mathcal{G}_f = \begin{bmatrix} G_{11} & G_{12} \\ G_{T1} & G_{22} \end{bmatrix},$$  

(111)

then Eq. (106) reduces to:

$$\begin{bmatrix} G_{11} & G_{12} \\ G_{T1} & G_{22} \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} J^T & 0 \\ 0 & 0 \end{bmatrix} X = \begin{bmatrix} -B_1 B_1^T & 0 \\ 0 & 0 \end{bmatrix}.$$  

(112)

That is:

$$G_{11} T + J G_{11} = -B_1 B_1^T.$$  

(113)

$$J G_{12} = 0.$$  

(114)

Since Eq. (2) is asymptotically stable, then $G_{12} = 0$ and it is obvious that $G_{11} > 0$ is the unique solution of Eqs. (113–114) if and only if the slow subsystem is controllable. Condition, given by Eq. (109) ensures that $G_{22} = 0$, and hence:

$$\mathcal{G}_E = \begin{bmatrix} G_{11} & 0 \\ 0 & 0 \end{bmatrix}.$$  

(115)

is the unique solution of eq. (112).

iv) When Eq. (2) is in Weierstrass canonical form, given by Eq. (75) such that:

$$\mathcal{G}_f = \begin{bmatrix} G_{11} & G_{21} \\ G_{T1} & G_{22} \end{bmatrix},$$  

(116)

then Eq. (106) reduces to:

$$\begin{bmatrix} G_{11} & G_{21} \\ G_{T1} & G_{22} \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & B_2 B_2^T \end{bmatrix}.$$  

(117)

Hence $G_{11} = G_{21} = 0$. Notice that $N$ is nilpotent and $G_{22} \geq 0$ is the unique solution of:

$$G_{22} - N G_{22} N^T = B_2 B_2^T.$$  

(118)

The uniqueness of:

$$\mathcal{G}_f = \begin{bmatrix} 0 & 0 \\ 0 & G_{22} \end{bmatrix}.$$  

(119)

then follows. Furthermore, $G_{22} > 0$ if and only if the fast subsystem is controllable, and now $\mathcal{G}_f$ satisfies Eq. (109).

v) From Eq. (115) and Eq. (119), follows:

$$\mathcal{G} = \mathcal{G}_E + \mathcal{G}_f = \begin{bmatrix} G_{11} & 0 \\ 0 & G_{22} \end{bmatrix}.$$  

(120)

If the system, given by Eq. (2), is controllable, both the slow and fast subsystem are controllable. Hence if system, given by Eq. (2), is stable, then Eq. (2) is controllable if and only if $\mathcal{G} > 0$.

**Remark 2.** If $E$ is nonsingular, then $\phi_0 = I$ and $\phi_{-1} = 0$. In this case, the controllability Grammian $\mathcal{G}^c$ becomes
\[
G^c = \int_0^t e^{A^c t} B B^T e^{A^c t} dt. \quad (121)
\]

It can be seen that \(G^c\) satisfies:
\[
G^c A^c + A G^c = -B B^T \quad (122)
\]

Therefore, normal systems and singular systems have uniform Gramian form and Lyapunov equations, Zheng et al (1988b).

**CONCLUSION**

Singular systems are also present in processes and chemical engineering, see Bogdanović (1992), Lapidus et al. (1961) and Daley, Wang (1994). Some of the mathematical model have been shown to illustrate this fact.

To assure asymptotical stability for linear singular systems it is not enough only to have the eigenvalues of matrix pair \((E, A)\) in the left half complex plane, but also to provide an impulse–free motion of the system under consideration. Some different approaches have been shown in order to construct Lyapunov stability theory for a particular class of linear singular systems operating in free and forced regimes.

**APPENDIX A – Unusual notations**

With \(\mathfrak{X}(F)\) and \(\mathfrak{Y}(F)\) we will denote the kernel (null space) and range on any operator \(F\), respectively, i.e.:

\[
\mathfrak{X}(F) = \{ x : Fx = 0 \}, \quad \forall x \in \mathbb{R}^n. \quad (A1)
\]

\[
\mathfrak{Y}(F) = \{ y : y = Fx, x \in \mathbb{R}^n \}. \quad (A2)
\]

with:

\[
\dim \mathfrak{X}(F) + \dim \mathfrak{Y}(F) = n. \quad (A3)
\]

**APPENDIX B – Reachability Grammians**

We begin this section by defining the reachable subspace in terms of the Laurent parameters. We follow the development of Lewis (1995). We shall define the reachable subspace in terms of the following reachability matrices:

\[
R_c = \begin{pmatrix} \phi_0 B & \ldots & \phi_{n-1} B \end{pmatrix}, \quad (B1)
\]

\[
R_{nc} = \begin{pmatrix} \phi_0 B & \ldots & \phi_1 B \end{pmatrix}, \quad (B2)
\]

and:

\[
R = (R_{nc} R_c). \quad (B3)
\]

The subscript \(c\) implies that the columns of \(R_c\) span the reachable part of the causal solution subspace, and the subscript \(nc\) implies that the columns of \(R_{nc}\) span the reachable part of the noncausal solution subspace.

**Definition B1.** For a continuous–time singular system, the causal reachable subspace is the space spanned by the columns of \(R_c\), the noncausal reachable subspace is the space spanned by the columns of \(R_{nc}\), and the reachable subspace is the space spanned by the columns of \(R\), Lewis (1995).

**Remark B1:**

1) If the reachable subspace defined here for the continuous–time system, given by Eq. (2) is equal to \(\mathbb{R}^n\), the singular system is “controllable” in the sense of Cobb (1964). That is a \((\mu - 1)\) times continuously differentiable input \(u(t)\) exist which will steer the descriptor vector \(x(t)\) from any initial condition in the range of \(\phi_0 E\) to any arbitrary location in the descriptor space \(\mathbb{R}^n\) in finite time. This is an extension of (and if \(E = I\) is equivalent to) the usual definition of reachability for state-space systems.

2) If and only if the causal subsystem is reachable, i.e., if the pair \((J, B_1)\) is reachable, do the columns of span \(R_c\) the range of \(\phi_0 E\). That is, the columns of \(R_c\) span the causal solution subspace.

3) If and only if the noncausal subsystem is reachable, i.e., if the pair \((N, B_2)\) is reachable, do the columns of \(R_{nc}\) span the range of \(\phi_1 A\). That is, the columns of \(R_{nc}\) span the noncausal solution subspace.
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IZVOD

TEORIJA SINGULARNIH SISTEMA U HEMIJSKOM INŽENJERSTVU – PREGLED U ODNOSU NA STABILNOST PO LJAPUNOVU
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Singularni sistemi predstavljeni su u matematičkom smislu kombinacijom diferencijalnih i algebarskih jednačina, pri čemu ove druge predstavljaju ograničenje koje diferencijalni deo inje rešenja mora da zadovolji u svakom trenutku. Singularni sistemi prisutni su u svim granama nauke i tehnike.

U ovom radu navedeni su brojni primjeri singularnih sistema koji se susreću u hemijskoj i procesnoj industriji. Pored toga da je isaršen hronološki pregled postojećih rezultata na polju ispitivanja stabilnosti ove klase sistema sa pozicija Ljapunova što sigurno predstavlja nezabiljniz korak u dinamičkom ispitivanju svakog sistema automatskog upravljanja.

Ključne reči: Singularni sistemi • Matematičko modeliranje • Ljapunovska stabilnost • Ljapunovjeva matrična jednačina.
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